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The present study examines the assumptions, modeling structure, and results of 
DICE-2023, the revised Dynamic Integrated Model of Climate and the Economy 
(DICE), updated to 2023. The revision contains major changes in the treatment of 
risk, the carbon and climate modules, the treatment of nonindustrial greenhouse gases, 
discount rates, as well as updates on all the major components. Noteworthy changes are 
a significant reduction in the target for the optimal (cost-beneficial) temperature path, 
a lower cost of reaching the 2 °C target, an analysis of the impact of the Paris Accord, 
and a major increase in the estimated social cost of carbon.
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1.  Background

1.1.  Integrated Assessment Models. Many areas of the natural and social sciences involve 
complex systems that link together multiple physical or social networks. This is particularly 
true for environmental problems such as climate change, which are intrinsically ones 
having firm roots in the natural sciences and requiring social and policy sciences to solve 
in an effective and efficient manner. As understanding progresses across the different 
fronts, it is increasingly necessary to link together the different areas to develop effective 
understanding and efficient policies. In this area, integrated assessment analysis and models 
play a key role. Integrated assessment models (IAMs) can be defined as approaches that 
integrate knowledge from multiple domains into an internally consistent framework. 
Their strength is that they can be used to estimate the social cost of carbon emissions 
(SCC), to solve for economically efficient policies, and to evaluate the costs and benefits 
of alternative scenarios.

1.2.  DICE-2023. This study introduces DICE-2023, an updated version of the DICE model 
(Dynamic Integrated model of Climate and the Economy) which has been widely used 
to estimate the SCC and evaluate climate policies across the literature and policy realm 
(1). The latest prior version was the DICE-2016 model (2–4).

DICE is based on a standard neoclassical model of optimal economic growth known 
as the Ramsey model. The DICE model augments the Ramsey model to include climate 
investments. In this augmented approach, society can give up consumption today to 
mitigate climate change and thus increase well-being in the future through avoided climate 
damages. The model contains all elements from economic activity and emissions through 
climate change to damages and policy in a manner that represents simplified best practice 
in each area.

The DICE model and its regional version, RICE (Regional Integrated model of Climate 
and the Economy), have gone through several revisions since their first development 
around 1990. The latest published versions are the RICE-2010 and DICE-2016 models. 
This study describes the revision of DICE, whereas an updated version of RICE-2022 has 
been developed by Zili Yang (5) 2022. We begin with a description of the DICE-2023 
model, after which we provide the detailed equations. For details of the modeling technique 
and earlier approaches, see refs. 2–7.

2.  Objectives of IAMs

IAMs can be divided into two general classes—policy optimization and policy evaluation 
models. The DICE model is primarily designed for policy optimization, although it can 
also be run as an evaluation model for given policies. In both settings, the approach is to 
maximize an economic objective function (the goal implicit in the problem). For the 
DICE model, the objective function refers to the economic well-being (or utility) associ­
ated with a path of consumption. Consumption is affected in the usual way by productivity 
and saving, but in the context of climate change, mitigation, adaptation, and damages 
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will be the major factors impacting the differences in consumption 
over time.

Further, the world or individual regions are assumed to have 
well-defined preferences, represented by a social welfare function, 
which ranks different paths of consumption with associated mit­
igation and damages. The social welfare function is increasing in 
the discounted sum of the population-weighted utility of per cap­
ita consumption of each generation, with diminishing marginal 
utility of consumption. The level of per capita utility in each 
period is weighted by population and a discount factor.

The relative importance of different generations is affected by 
two central normative parameters: the pure rate of social time 
preference (generational discounting), and the elasticity of the 
marginal utility of consumption (the consumption elasticity for 
short). These parameters interact to determine the discount rate 
on goods, dimensionally the same as a real interest rate, which is 
critical for intertemporal economic choices.

An important feature of the 2023 modeling is to include the 
relative riskiness of climate investments such as abatement. Using 
the concept of climate beta (8), we adjust the discount rate on 
climate investments to reflect the presumption that they may have 
risk properties different from conventional investments.

3.  Equations of the DICE-2023 Model

We next describe the equations of the model. We omit minor 
equations such as accounting identities.

3.1.  Objectives. To begin with, we assume that policies are chosen 
to maximize a general concept of economic welfare. More precisely, 
we maximize a social welfare function, W, which is the discounted 
sum of the population-weighted utility of per capita consumption.

Eq. 1 shows the objective function, which is standard in modern 
theories of optimal economic growth.

	
[1]

In Eq. 1, W is the welfare total, U is the utility function, c(t) is 
per capita consumption per period t = 2020, 2025, 2030…, L (t) 
is population and labor inputs, and Π(t ) is the discount factor.

Each period’s preferences are represented by the utility of con­
sumption, with a constant elasticity of the marginal utility of 
consumption, � , which represents the extent of substitutability 
of the consumption of different years or generations. Additionally, 
the elasticity is distinct from personal behavioral characteristics 
and is not used in the DICE model to represent risk aversion.

In the updated DICE specification, the discount factor Π(t ) con­
tains three elements: (i) a pure rate of social time preference, ρ, which 
reflects the welfare weights on the utilities of different generations, 
(ii) a precautionary term reflecting consumption growth uncertainty, 
and (iii) an adjustment for the nondiversifiable risk of climate invest­
ments. Elements (ii) and (iii) are introduced in DICE-2023 and are 
corrections to reflect uncertainty through the use of certainty-equivalent 
discount rates. This term is used to designate the single discount rate 
delivering the same discount factor as the expected value from the 
distribution of uncertain future discount rates.

The precautionary effect in (ii) is associated with the uncertainty 
about the trend growth of per capita consumption. Based on differ­
ent studies, we assume the average growth rate of per capita con­
sumption from t = 0 to t = T is normally distributed with a SD 

(

�C
)

 of 1%-point/year. The adjustment in (iii) for risky climate 
investments is based on the concept of the climate beta, �CLIM (8). 
The climate beta measures the extent to which climate investments 
(such as renewable power) share the nondiversifiable risk character­
istics of economy-wide investments. When �CLIM = 0, the risks on 
climate investments are uncorrelated with market returns; if 
�CLIM = 1, climate investments have risk properties of the aggregate 
economy. Based on our review, we assume that �CLIM = 0.5, which 
implies an intermediate correlation with market risks. We further 
assume, based on historical data, a near-term risk-free real rate of 
return of 2%/year and the economy-wide nondiversifiable risk pre­
mium of π = 5%/year.

Using these assumptions, we substitute a time-varying risk- 
adjusted time preference parameter, �∗(t )   , for ρ, where �∗(t )  
= � − ½ �2�C

2t + �CLIM�. When calibrated to the parameters 
noted above, this approach yields a near-term real rate of return 
of 4.5%/year, declining over time. A full discussion of the approach 
is contained in SI Appendix, Appendix C and the Background Note 
on Rates of Returns and Discounting.

3.2.  Population, Output, and Productivity. The DICE model is 
a standard one-sector model with output (Q) determined by a 
Cobb-Douglas production function in capital and labor (K and 
L) with growing total factor productivity (A). Output is reduced 
by abatement and damages as shown in Eq. 2, where Ω and Λ 
represent climate damages and abatement costs, respectively, and 
are discussed in the next section.

	

[2]

Population and the labor force are exogenous and are based 
on UN projections. Output is measured in PPP exchange rates 
using World Bank and IMF estimates. Future productivity growth 
is based on estimates from refs. 9–12, see SI Appendix, Appendix 
J for details. Technological change is exogenous and takes two 
major forms: economy-wide technological change and carbon-
saving technological change. Carbon-saving technological change 
is represented in two ways: first, as reducing the baseline ratio of 
CO2 emissions to output and, second, as reducing the cost of the 
backstop technology.

3.3.  Damages. Eq. 3 represents the economic impacts or damages 
from climate change, which has been one of the thorniest issue 
in climate-change economics. Providing reliable estimates of 
the damages from climate change over the long run has proven 
extremely difficult, and we examine alternative approaches.

	
[3]

The damage function is a quadratic function of global temper­
ature increase since preindustrial times (1765), TAT(t )   . It is based 
on three key assumptions: i) The increase in global mean surface 
temperature from preindustrial levels is assumed to be a reasonable 
sufficient statistic for damages. This specification omits or captures 
only indirectly cumulative effects (such as the effects of prolonged 
rather than instantaneous warming on sea-level rise) and also 
omits effects that depend on the speed of temperature change. ii) 
Damages scale proportionately with global output. iii) Damages 
are quadratic in warming, in line with recent reviews (13, 14) but 
with potential limitations discussed below. The estimates are based 
on three components.

The first component is an updated literature synthesis as 
described in SI Appendix, Appendix F. DICE-2023 builds on (13) 

W =

Tmax
∑

t=2020

U [c(t )]L(t )Π(t )

=

Tmax
∑

t=2020

[c(t )1−�∕(1−�)]L(t )Π(t ).

Q (t ) = [1 − Λ(t )][1 −Ω(t )]A(t )K (t )�L(t )(1−�).

Ω(t ) = �1TAT(t ) + �2[TAT(t )]
2.
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and adds studies published since that review. The update is based 
on a survey by ref. 15, which overlaps closely also with global 
damage studies reviewed by the IPCC’s AR6 (16). The updated 
results imply a 1.6% GDP-equivalent loss at 3 °C warming over 
preindustrial temperatures, up from 1.2% in the review for 
DICE-2016. It is important to note that surveyed studies generally 
omit many climate change impact channels, such as biodiversity 
loss, ocean acidification, extreme events, and social unrest.

The second component, based on a comprehensive study of 
tipping points (17), adds a 1% output loss at a 3 °C warming. The 
third component is a judgmental adjustment for excluded impacts 
totaling 0.5% output loss at 3 °C warming. This adjustment 
reflects concerns over missing sectors, climate change impacts not 
yet reliably quantified in the literature, uncertainty, and recent 
research that is not reflected in our synthesis of aggregate damage 
estimates.

Each of the three components is assumed to be proportional 
to output and quadratic in the temperature change from prein­
dustrial times. In total, damages are estimated to be 3.1% of out­
put at 3 °C warming and 7.0% of output at 4.5 °C warming. The 
resulting damage coefficient is almost twice as large as in 
DICE-2016, resulting in more stringent emissions reductions and 
a large increase in the social cost of carbon.

Note that the damage function has been calibrated for damage 
estimates with temperature increases up to 4 °C and is not 
well-suited for temperature increases above that range. The evi­
dence is very limited for warming beyond 4 °C, and the quadratic 
functional form in Eq. 3 does not reflect potential concerns about 
threshold damages.

3.4.  Abatement. The abatement cost equation in Eq. 4 is 
a reduced-form type model in which the ratio of the costs of 
emissions reductions to output, Λ(t ) , is a polynomial function of 
the emissions-control rate, μ(t).

	
[4]

The intercept, �1(t ) , represents the fraction of output that is 
required to reduce emissions to zero.

The DICE model includes a backstop technology, which is a 
set of technologies that can replace all fossil fuels, albeit at a rela­
tively high price. These technologies might be solar or wind power, 
safe nuclear power, or some as-yet-undiscovered source. 
Conceptually, at the cost of the backstop technology, the economy 
achieves zero net carbon emissions.

Two revisions in the current version are noteworthy. Estimates 
of the cost of the backstop technology are controversial, with the 
DICE model having a high backstop cost relative to some esti­
mates of the cost of renewables or carbon capture. The cost func­
tion is derived from highly detailed process models. Examining 
estimates of the marginal cost of scenarios with zero net emissions, 
we can estimate the marginal cost of the backstop technology. A 
statistical analysis from the results of the ENGAGE study (18, 19) 
indicates a median backstop price of $515/tCO2 in 2019$ in 
2050, which is the earliest year that most models can reach zero 
net emissions. Models assume improvements over time in the 
technologies needed to attain zero emissions. The decline rate of 
the cost of the backstop technology is assumed to be 1%/year from 
2020 to 2050, and then 0.1%/year after that.

The backstop technology is introduced into the model by setting 
the time path of the parameters in the abatement-cost Eq. 4 so that 
the marginal cost of abatement at a control rate of 100 percent is 
equal to the backstop price. By construction, the cost of a 
zero-emissions policy is determined by the cost of the backstop 

technology and the emissions-output ratio. With the assumed param­
eters, the cost of net-zero emissions is 11% of output in 2020, declin­
ing at 1.7% per year from 2020 to 2100 to 2.7% of output in 2100.

The other revision is the inclusion of emissions other than 
industrial CO2. This addition is basically a scalar increase in the 
abatement cost function. For further discussion, see the section 
on emissions below as well as SI Appendix, Appendix E.

3.5.  Emissions. DICE-2023 has a major revision in its treatment of 
greenhouse gas (GHG) emissions. In earlier versions, only industrial 
CO2 emissions were controllable (abatable), while other GHGs and 
forcings were taken to be exogenous. The current version includes 
all abatable emissions in the endogenous category and excludes only 
a small fraction of forcings as nonabatable emissions. SI Appendix, 
Appendix G contains a full discussion of the methods.

The lion’s share of GHG emissions is from CO2. However, a 
large suite of processes and gases also contribute to radiative forc­
ings. According to IPCC AR6, total CO2-equivalent (CO2-e) 
abatable emissions are 140% of industrial emissions in 2020, 
declining to 121% of industrial CO2 emissions in 2100. This ratio 
indicates the increase in abatable emissions in DICE-2023 com­
pared to DICE-2016. The cost function is drawn from studies of 
the abatement cost function for non-CO2 emissions. This exten­
sion allows a larger potential abatement and the possibility of 
attaining more ambitious targets.

Projections of baseline emissions are a function of total output, 
time, a time-varying emissions-output ratio, and the emissions- 
control rate. The baseline emissions control rate reflects current 
policy, which we estimate to be about 5%, or a carbon price of 
about $6/tCO2. There is no major change in the function form 
of the abatement-cost function from earlier DICE models, but 
the extension to nonindustrial CO2 emissions is an addition to 
the current vintage and is based on studies of the abatement-cost 
function of nonindustrial CO2 and abatable non-CO2 GHGs.

The final two equations in the economic block are the emissions 
equation for CO2 and that for abatable non-CO2 GHGs:

	 [5]

	
[6]

Eq. 5 defines total CO2 emissions per period. The first term is 
industrial emissions, given by the level of no-controls carbon inten­
sity, σ(t), times output. σ(t) is taken to be exogenous and declines 
initially at a rate of 1.5% per year. The second term is land-use 
emissions of CO2, which decline by 2% per year. Actual CO2 
emissions are base emissions times (one minus the emissions-control 
rate) or [1−μ(t)]. Eq. 6 represents abatable non-CO2 GHG emis­
sions measured on a CO2-equivalent (CO2-e) basis. These emis­
sions equal uncontrolled emissions (based on the SSP2 scenario 
(20)) times [1−μ(t)]. Our treatment assumes the same control rate 
on CO2 and non-CO2 abatable emissions. Total abatable emissions 
in CO2-e units are given by the sum of (5) and (6).

3.6.  Geophysical Sectors. A key feature of IAMs is the inclusion 
of geophysical relationships that link the economy with the 
different forces affecting climate change. In the DICE model, these 
relationships include the carbon cycle, a radiative forcing equation, 
and the climate-change equations. The purpose of including these 
is that they operate in an integrated fashion rather than taking 
inputs as exogenous from other models or assumptions.

Λ(t ) = �1(t )�(t )
�2 .

ECO2(t ) =
[

�(t )Y (t ) + ECO2Land
(t )

]

[

1 − μ(t )
]

,

ECO2eNonCO2GHGabate(t )

=
[

ECO2eNonCO2GHGabatebase
(t )

]

[1−�(t )].
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This block of equations links economic activity and greenhouse 
gas emissions to the carbon cycle, radiative forcings, and climate 
change. As with the economics, the modeling philosophy for the 
geophysical relationships has been to use parsimonious specifica­
tions so that the theoretical model is transparent and so that the 
optimization model is empirically and computationally tractable 
and robust.

For purposes of the carbon/forcings/climate modules, CO2 
emissions are linked to the carbon cycle and thence to forcings. 
The other GHGs are linked directly to forcings and short-circuit 
the atmospheric chemistry.

3.7.  Carbon Cycle. The carbon cycle and climate model are key 
components of any IAM. DICE-2023 has made a major change 
in the treatment of these modules, particularly the carbon cycle. 
Earlier versions of DICE and most other IAMs used linear carbon-
cycle structures. While these approaches seemed acceptable as 
a simplification, they did not allow for the important finding 
that the ability of nonatmospheric sinks to absorb CO2 declines 
with higher emissions (21, 22). The latest and most extensive 
multimodel carbon-cycle comparison by ref. 23 showed that the 
atmospheric retention at 100 y would be 70% for a pulse of 5,000 
billion tons of carbon (GtC) compared to only 30% for a pulse 
of 100 GtC.

The major structural revision of DICE-2023 is the introduction 
of the DFAIR module, the DICE version of the FAIR or Finite 
Amplitude Impulse-Response model developed by Millar et al. 
(24), which represents the dynamics of the carbon cycle. The FAIR 
model is based on a linear four-reservoir impulse-response model 
of the response of CO2 concentrations to emissions. A key inno­
vation is the structural parameter α(t), which increases the fraction 
of total CO2 emissions that resides in the atmosphere as cumula­
tive CO2 emissions increase. While the reservoirs may have geo­
physical names (permanent, long, etc.), they have no physical or 
structural interpretation but are variables in reduced-form dynamic 
equations and may take negative values.

Simulations reported in SI Appendix, Appendix D indicate that 
the DFAIR model tracks the historical emissions-concentrations 
paths closely, as well as small emissions pulses. However, the 
DFAIR atmospheric retention for very large pulses (e.g., the 5,000 
GtC pulse in ref. 23) tracks the full carbon-cycle models poorly.

The DFAIR equations are the following. Eq. 7 is the set of 
equations for the four reservoirs, whose contents are R i(t )   . We 
note that only CO2 emissions (industrial and land-based) enter 
the carbon cycle, that is, CO2-equivalent emissions from other 
gases are not included in the emissions term E(t). Eq. 8 then sums 
the four reservoirs to obtain atmospheric CO2, MAT (t ). Eq. 9 
provides the equation for accumulated CO2 in nonatmospheric 
sinks, defined as Cacc(t ). Eq. 10 yields the predicted 100-y inte­
grated impulse response function IRF100(t) and (11) implicitly 
defines the saturation parameter �(t ) . All equations are straight­
forward to calculate except for (11).

	 [7]

	

[8]

	
[9]

	
[10]

	
[11]

The variables are MAT = atmospheric concentrations, Ri = car­
bon content of reservoir i, E = emissions of CO2, iIRF100 = 100-y 
integrated impulse response value, Cacc = accumulated carbon 
stock in the land and ocean, α = scaling factor for carbon reser­
voirs, ξi = fraction of emissions entering reservoir i, and τi = time 
constant for reservoir i. Note that values of R, Cacc, and E are all 
zero in 1765. The values of the parameters are described in 
SI Appendix, Appendix D and the Background Note on DFAIR.

3.8.  Climate Equations. The other equations of the climate system 
contain the relationships for radiative forcing and for global mean 
temperature. These specifications are similar to earlier versions 
of the DICE model but update the parameters and change the 
structure to parallel the treatment in ref. 24.

DICE employs a small structural model that captures the basic 
relationship between GHG concentrations, radiative forcing, and 
the dynamics of climate change. Accumulations of GHGs lead to 
warming at the earth’s surface through increases in radiative forc­
ing. The relationship between GHG accumulations and increased 
radiative forcing is derived from empirical measurements and 
climate models, as shown in Eq. 12.

	 [12]

F(t) is the change in total radiative forcings of GHGs since 
1765 from anthropogenic sources such as CO2 and other GHGs. 
FEX(t) is exogenous forcings from nonabatable GHGs and other 
sources, and FABATE(t) is the forcings resulting from abatable 
non-CO2 GHGs (see Eq. 6 and SI Appendix, Appendix G). The 
equation uses estimated carbon stocks in the year 1765 as the 
preindustrial equilibrium.

The climate module in Eqs. 13 through (15) uses a two-box 
model of the temperature response to radiative forcing developed 
by IPCC AR5 and parameterized in ref. 24. DICE-2023 further 
adjusts the parameters to match the equilibrium climate sensitivity 
(ECS) and transient climate response (TCR) to the centers of the 
IPCC Sixth Assessment Report (25) ranges of 3.0 °C for ECS and 
1.8 °C for TCR, respectively. The equations are:

	 [13]

	 [14]

	 [15]

The increase in global mean surface temperature, TAT(t), is 
computed as the sum of two components, Tbox1 and Tbox2. 
These are the contributions to temperature increase due to pro­
cesses of the deep and upper ocean, respectively. The FAIR model 
assumes a neutral biosphere and is therefore likely to overestimate 
atmospheric accumulation in the early years. The parameters d1 
and d2 are time lags for the two temperature boxes (in years). The 
parameters teq1 and teq2 are the diffusion rates for the boxes (in 
m2K/W). Note that the equilibrium climate sensitivity is given 

ΔRi(t + 1) = �iE (t ) −

[

Ri(t )

�(t )� i

]

, i = 1, . . . , 4,

MAT (t ) −MAT (1765) =

4
∑

i=1

Ri(t ),

Cacc(t ) =

t
∑

v=1765

E (v) − [MAT (t ) −MAT (1765)],

iIRF100(t ) = �0 + �CCacc(t ) + �T TAT(t ),

iIRF100(t ) =

4
∑

i=1

�(t )�i� i{1 − exp [ − 100∕ (�(t )� i)]}.

F (t )=FCO22x

{

log2[MAT (t )∕MAT (1765)]
}

+FABATE(t )+FEX(t ).

Tbox1 (t +1)=Tbox1(t ) exp(−5∕d1 )+ teq1 F (t +1)

[1− exp (−5∕d1 )],

Tbox2 (t +1)=Tbox2(t ) exp(−5∕d2 )

+ teq2 F (t +1) [1− exp(−5∕d2 )],

TAT(t ) = Tbox1 (t ) + Tbox2 (t ).
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by ECS = FCO22x (teq1 + teq2) = 3.93 × (0.324 + 0.440) = 3.0   . 
The model’s transient climate response is 1.80 °C (for the complex 
formula defining the value, see ref. 24, Eq. 5).

This completes the description of the DICE-2023 model. A 
full discussion of the DFAIR module—including updates such as 
initial conditions relevant for 2020—is in SI Appendix, Appendix D. 
Computational and algorithmic aspects, with comparisons to ear­
lier versions, are discussed in SI Appendix, Appendix K.

4.  Scenarios to Evaluate

Integrated assessment models such as DICE have a wide variety 
of applications. Among the most important ones are the following: 
1) making consistent projections, i.e., ones that have consistent 
inputs and outputs of the different components of the system; 2) 
calculating the impacts of alternative assumptions on important 
variables such as output, emissions, temperature change, impacts, 
prices, and economic growth; 3) tracing through the effects of 
alternative policies on all variables in a consistent manner; 4) 
estimating the costs and benefits of alternative strategies, and 5) 
estimating the uncertainties associated with alternative variables 
and strategies. The current study presents a suite of scenarios as 
follows.

4.1.  Baseline. This scenario contains estimates of current climate 
policies, and the trends of current policies as of 2023 are extended 
indefinitely. This approach is standard for forecasting, say of 
government budgets, and is appropriate for a world of evolving 
climate policies. The baseline assumption is that the global average 
carbon price on CO2 emissions is $6/tCO2, growing at 2.5% per 
year.

4.2.  No Controls. We sometimes will refer to a no-controls path. 
This is a scenario with a carbon price equal to $0. It is for reference 
in calculating variables and is not used as a scenario for evaluation.

4.3.  Cost–Benefit Optimal (C/B Optimal). In this scenario, 
climate change policies maximize economic welfare according to 
the principles of cost–benefit analysis, with full participation by 
all nations starting in 2025. The C/B optimal scenario involves 
a balancing of the present values of the costs of abatement and 
the benefits of reduced climate damages. Although the underlying 
assumptions are highly optimistic, this scenario provides an efficiency 
benchmark against which other policies can be measured. (Note that 
this scenario was called optimal in earlier versions. The term cost–
benefit was added to emphasize that it relies on monetized impacts 
and uses standard economic approaches to welfare maximization.)

4.4.  Temperature-Limited. In this scenario, the C/B optimal 
policies are undertaken subject to a further (precautionary) constraint 
that global temperature does not exceed 2 °C (or other targets) 
above preindustrial levels. The temperature-limited scenarios are 
variants of the C/B optimal scenario that build in a precautionary 
temperature constraint.

4.5.  Alternative Discount Rates. The assumptions about discounting 
are highly controversial and have major implications for the SCC 
and for policies. We consider alternatives to the standard approach 
discussed above by setting constant discount rates of 1%, 2%, 3%, 
4%, or 5% per year (see SI Appendix, Appendix C.3 for details).

4.6.  Alternative Damage Function. This scenario uses an 
alternative damage function quantification based on Howard and 
Sterner (26, 27). The damage function has the same structure as 

the DICE version. While there are several potential results to 
choose from in Howard and Sterner, a reasonable middle ground 
of their preferred estimates is a 9% damage/output ratio at a 3 °C 
increase. This temperature-damage coefficient is 3 times larger 
than the one used in the current DICE model.

4.7.  Paris Accord Extended. The Paris Accord of 2015 codified 
a policy that would aim to limit climate change to 2 °C above 
preindustrial levels. To achieve this goal, countries agreed to make 
their best efforts through nationally determined contributions. 
This scenario assumes that countries meet their objectives in 
2030 according to their revised pledges as of summer 2022 and 
projects slightly less than ½ percentage point increase per year in 
the control rate from 2030 to 2100. This scenario further assumes 
that pledges are implemented through internationally harmonized 
carbon prices. It should be emphasized that any projections 
beyond 2030 are not based on country commitments and are 
therefore conjectural.

4.8.  Major Constraints. All scenarios have some important 
implementation constraints built in. One constraint is that climate 
policies have limits on implementation. These involve emission 
control rates increasing at a maximum of 12 percentage points per 
5-y period. Additionally, the emissions control rate is limited to 
100% through 2120 and to 110% after that. The control limits are 
drawn from runs that stress high-resolution IAMs with extremely 
high carbon prices. Finally, all scenarios assume 100% country 
participation with harmonized and comprehensive carbon prices. 
These assumptions about policy, particularly participation and 
harmonization, are highly optimistic and will lead to lower costs 
and better implementation of targets than scenarios where country 
actions and international agreements fall short of the ideal. Note 
as well that we do not consider solar-management geoengineering, 
which raises a host of other issues.

5.  Results

We now report on a set of representative results. All scenarios ran 
smoothly with the exception of the 1.5 °C limit, which is infeasible 
within the constraints of realism and of the technologies consid­
ered (such as the omission of geoengineering). To meet the 1.5 °C 
target, emissions would be required to fall virtually to zero in the 
next 5 y. This would entail either a deep depression (output declin­
ing by around 75%) or an implausibly sharp increase in emissions 
reductions (by at least 50% within a decade). The scenario is so 
far from what any economic model can hope to capture realisti­
cally that it is best thought of as infeasible.

5.1.  Emissions, Concentrations, and Temperature. For the major 
results, we focus on the baseline, C/B optimal, 2 °C, and Paris 
policies. Fig. 1 and SI Appendix, Appendix Table A-1 report the 
results for CO2 emissions under different scenarios. The current 
policy baseline implies increasing emissions in the coming decades, 
in stark contrast with the declining emissions needed to achieve 
any of the policy objectives.

The Fig. 2 and SI Appendix, Appendix Table A-2 report the 
results for CO2 concentrations for different scenarios. The 2 °C 
target will require stabilization of CO2 concentrations at slightly 
more than 10% above current levels. Note that the Paris Accord 
will reduce concentrations about one-third of the way to the 2 °C 
target.

The Fig. 3 and SI Appendix, Appendix Table A-3 report the 
results for the increases in global temperature in different scenar­
ios. The temperature change for 2100 in the baseline (current D
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policy) run is 3.6 °C. The 2100 temperature change for the C/B 
optimal run is 2.6 °C. The C/B optimal temperature change is 
significantly above 2 °C run because damages do not have a kink 
at the threshold 2 °C temperature change, but the C/B optimal 
temperature path would depend as well on other key parameters 
such as abatement costs. Among the broader scenarios considered, 
the 2 °C target does pass the cost–benefit test in cases with suffi­
ciently low discounting (2%) or the alternate damage function. 
In 2100, the Paris Accord reduces the temperature increase by 
one-third of the way from the base path to the 2 °C target. Note 
that these temperature increases are slightly above conventional 
measures because they use the preindustrial (1765) baseline rather 
than later benchmarks.

5.2.  Policies and Impacts on Income. We next discuss key policy 
variables. Table 1 shows results for the emissions control rate across 
the main scenarios (with further results reported in SI Appendix, 
Appendix Table A-4 and Appendix Fig. A-1). Recall that this applies 
to all of the CO2 emissions as well as abatable non-CO2 GHGs. 
The emissions control rates across all scenarios start at 5% in 
2020. In the base case, they remain low because of the weak level 
of current policy. The emissions control rates for policies in 2050 
are 27%, 39%, and 55% for the Paris, C/B optimal, and 2 °C 
targets; and in 2100 are 57%, 84%, and 99% for the Paris, C/B 
optimal, and 2 °C targets. These necessary control rates are low 
relative to other estimates because of the comprehensive nature 
of the controlled gases and because the runs assume complete 
efficiency and participation.

The carbon prices associated with these emissions control rates 
start at an estimated baseline price of $6/tCO2 (2019$) for 2022. 
These reflect either the trading price for universal capped emissions 
or the harmonized level of universal carbon taxes. In order to 
implement the C/B optimal, Paris, and 2 °C emissions reductions 
targets, global carbon prices must rise to $115/tCO2, $63/tCO2, 
and $200/tCO2 by 2050, respectively (see SI Appendix, Appendix 
Fig. A-2 for further results on carbon prices). In these calculations, 
the average carbon prices are modest relative to other estimates 
primarily because the emissions control rates are lower.

In the baseline (current policy) scenario, annual losses reach 
4.4% of output by 2100. The extended Paris program improves 
on the baseline, with losses of 3.1% of output in 2100. The C/B 
optimal program reduces damages by half compared to the current 
policy scenario, with a damage-output ratio of 2.3% in 2100. The 
2 °C limit scenario has a damage-output ratio of 1.4%.

Table 1 shows the total wealth in each scenario. These are cal­
culated as the present value of consumption (technically, this is 
the present value of utility calibrated to first-period consumption). 
The stakes in an efficient program are clearly substantial. The C/B 
optimal program increases wealth by $120 trillion, or slightly less 
than one year’s output. The 2 °C and Paris programs also make 
substantial improvements, increasing wealth by around $107 and 
85 trillion in present value, respectively. The wealth estimates of 

Fig. 1.   Results for CO2 emissions in different scenarios. Note that emissions 
in low-discount scenarios are higher in early years because of higher output 
due to higher savings rates. In Figs. 1–3, the label “R = X%” is the scenario with 
a constant discount rate of X% per year.

Fig. 2.   CO2 concentrations in different scenarios.

Fig. 3.   Global temperature increases in different scenarios.

Table 1.   Emissions control rates (percent of both CO2 
and abatable non-CO2 emissions avoided) and total 
global wealth (present value of consumption, 2019 US$) 
across policy scenarios

Scenario
Emissions control 

rate

Present  
value of  

consumption
Difference 
from base

2020 2050 2100
(Trillions of 2019 US 

international $)

Base 5% 10% 22% 6,540 0.0

C/B 
optimal

5% 39% 84% 6,659 119.7

T < 2 °C 5% 55% 99% 6,647 107.3

Paris, 
updated 
2022

5% 27% 57% 6,625 85.4

“Wealth” is the present value of global consumption of goods and services. They are 
benchmarked so that the present value of consumption in that scenario is the value of 
the objective function in the baseline scenario.D
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the policies shown in Table 1 are relatively close because the emis­
sions paths are similar and because the wealth hill is flat at the 
policy maximum.

5.3.  The Social Cost of Carbon. The most important single 
economic concept in the economics of climate change is the social 
cost of carbon (SCC). This term designates the discounted value 
of the change in consumption caused by an additional ton of 
carbon dioxide emissions or its equivalent. The SCC has become 
a central tool used in climate change policy, particularly in the 
determination of regulatory policies that involve greenhouse gas 
emissions. While estimates of the SCC are necessarily complex, 
IAMs are ideally suited to calculate them because of their 
comprehensive and internally consistent structure.

The definition of the SCC is the derivative of the objective 
function (or of the present value of consumption) with respect to 
CO2 emissions in a given year. In actual calculations, the estimates 
are calculated as the ratio of shadow prices (which are algorithmic 
derivatives) in the different scenarios.

Table 2 and SI Appendix, Appendix Fig. A-3 show estimates of 
the SCC from DICE-2023. The SCC in the baseline run is $66/
tCO2 for the 2020 period (in 2019 international $). This is above 
the SCC for the C/B optimal run of $50/tCO2 because damages 
are smaller in the C/B optimum. It is far below the SCC for the 
2 °C run of $76/tCO2. The higher SCC in the temperature-limited 
run reflects the economic interpretation that a tight temperature 
limit is equivalent to a damage function with a sharp kink at the 
temperature limit and therefore to a sharply higher damage func­
tion above 2 °C.

One of the most instructive findings involves the importance 
of discounting for the SCC and other policies. Table 2 shows 
alternative estimates of the SCC in the DICE-2023 scenarios and 
particularly emphasizes the powerful impacts of discounting and 
climate damages on the SCC.

Additionally, Fig. 4 compares DICE estimates of the year-2020 
SCC with several other current values, as explained in the legend. 
The surprising conclusion from Fig. 4 is that the estimates from 
different sources are quite close conditional on the discount rate. 
Fig. 4 highlights the importance of the discount rate in determin­
ing the SCC.

6.  Modeling Issues in DICE-2023

This discussion makes it clear that DICE-2023 is a highly simpli­
fied representation of the complex economic and geophysical 
realities. While small and comprehensive models have many 
advantages, they also have major shortcomings because of their 
simplifications. We discuss several issues in this final section.

One important set of issues concerns taxation (32). The simplest 
IAMs ignore the structure of the tax system. This is particularly 
important for energy and capital taxes and subsidies, which have 
large effects on energy use and on the rates of return used in 
making long-term decisions in the energy sector. These distortions 
may have major implications for efficient intertemporal pricing 
of consumption, the discount rate, and the SCC. One vexing issue 
is the appropriate tax rate for long-term discounting when con­
sumers face both taxes on capital income and liquidity constraints. 
The complexity of tax structures is just one of many inefficiencies 
and externalities in the real-world economy that are not reflected 
in the DICE model.

Additionally, many simplifications are also buried in the func­
tional forms of models. One simplification is the use of a single 
commodity to represent all commodities in all sectors, which is 
particularly restrictive in the context of international trade, where 
the essence of trade is the heterogeneity of goods across regions. 
Additionally, the assumed Cobb-Douglas function overestimates 
substitution in some areas and underestimates it in others. This 
function allows a degree of smoothness in substitution that is not 
present when there are only a small number of processes, in which 
case an activity analysis framework would be preferable.

Finally, we note specific concerns. We note that the carbon-cycle 
component of the DFAIR model included here is a recent devel­
opment and has not been widely used or compared with alterna­
tives. Additionally, the damage module remains highly uncertain 
as climate impact estimation techniques diverge across studies and 

Table  2.   Social cost of carbon, alternative scenarios 
(2019$/tCO2)

Social cost of carbon ($/tCO2, 2019$)
Scenario 2020 2025 2050

C/B optimal 50 59 125

T < 2 °C 75 89 213

T < 1.5 °C 3,557 4,185 16,552

Alt damage 124 146 281

Paris extended 61 72 159

Base 66 78 175

R = 5% 32 37 74

R = 4% 49 58 107

R = 3% 87 102 172

R = 2% 176 207 302

R = 1% 485 571 695
This table shows the importance of discounting and alternative damage estimates on the 
SCC. It includes the SCC for the 1.5 °C scenario to indicate the cost induced by the cata-
strophic loss of output to reach the target. The label “R = X%” is scenario with a constant 
discount rate of X% per year.

Fig. 4.   Social cost of carbon, 2020, alternative discount rates and models 
(2019$/tCO2). The figure shows the relationship between the discount rate on 
goods and the SCC in different scenarios of the DICE-2023 model and several 
other models. Results in order of the list are as follows: DICE 2023-altdisc is the 
solid green line connecting the runs for constant discount rates in DICE-2023; 
DICE- C/B-opt is the DICE-2023 estimate for the C/B optimal scenario along 
with the average discount rate for the period 2020 to 2050; GIVE-2021 is the 
estimate from the GIVE model (28); EPA-2022 are the draft EPA social costs 
of greenhouse gas estimates based on an overall assessment (29); DSCIM-
EPA are the estimates specific to a damage module based on the DSCIM 
framework (30); and OMB-2021 (31) is a preliminary OMB estimate based on 
earlier methods which did not reflect the changes introduced in 2022. Discount 
rates for EPA values correspond to near-term rates in their assessment.
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syntheses. A further concern is the assumption of perfect imple­
mentation of climate policies, which are assumed to be universal 
and harmonized across and within all countries. This assumption 
will lead to policies that are unrealistically effective since some 
countries are unlikely to join, and policies within and across coun­
tries are almost certain to diverge. Also, while the introduction of 
investment risk using the climate beta is an innovative approach 
that has important implications for the appropriate discount rate, 
this approach depends critically on empirical estimates of the cli­
mate beta, which have a thin empirical basis and have difficulties 
in accounting for the equity-premium puzzle. Similarly, the dis­
count rate adjustment for growth uncertainty is an addition to 
DICE-2023, but its quantification depends on the specification 
of growth uncertainty and introduces the potential for time incon­
sistency in the planner’s problem. We take this to be a learning 
effect but note that the simplified representation of these uncer­
tainties in a deterministic model cannot capture reality fully.

We must put these concerns about oversimplification in the 
context of the questions that are being asked. The purpose of 
models is not to be an exact replica of real-world processes. Aside 
from the impossibility of achieving that goal, greater detail is often 
less valuable for many purposes. For example, if we are concerned 
about the long-run intertemporal tradeoffs between consumption 
today and consumption in the future, a simple model can illustrate 
the issues cleanly.

7.  Summary of Key Policy Conclusions

We conclude with three results relevant for climate policy. First, 
both current policies (base run) and the extended Paris Accord 
fall short of limiting global warming to 2 °C or to the cost–benefit 
optimal level. Second, the economic stakes in global climate policy 
are substantial, with estimated net present value of economic ben­
efits around $120 trillion from the cost–benefit optimal policy. 
Third, once differences in discounting are considered, the baseline 
DICE-2023 estimate of the social cost of carbon ($66/tCO2 for 
2020) aligns closely with other recent estimates (28–30).

Data, Materials, and Software Availability. All study data are included in the 
article, and/or publicly available (33).

ACKNOWLEDGMENTS. All statements are the responsibility of the authors and 
may not reflect the views of the institutions with which they are affiliated. We 
gratefully acknowledge Max Auffhammer, Jesse Ausubel, Simon Dietz, Kenneth 
Gillingham, Christian Gollier, Peter Howard, William Hogan, Robert Keohane, 
Derek Lemoine, Robert Litterman, Robert Mendelsohn, Gilbert Metcalf, Nicholas 
Muller, Jeffrey Nordhaus, Robert Pindyck, William Pizer, John Reilly, Armon Rezai, 
Thomas Sterner, Max Tavoni, Richard Tol, Gernot Wagner, Kieran Walsh, John 
Weyant, Zili Yang, as well as two anonymous referees for their helpful insights and 
comments. We also thank Frank Venmans, Brian Prest, and Armon Rezai for provid-
ing special assistance with replication data. Supplementary materials including 
the Appendices and Background Notes are available at https://bit.ly/3TwJ5nO.

1.	 L. Barrage, The nobel memorial prize for William D. Nordhaus. Scand. J. Econ. 121, 884–924 (2019).
2.	 W. D. Nordhaus, Revisiting the social cost of carbon. Proc. Natl. Acad. Sci. U.S.A. 114, 1518–1523 

(2017).
3.	 W. D. Nordhaus, Projections and uncertainties about climate change in an era of minimal climate 

policies. Am. Econ. J. Econ. Policy 10, 333–360 (2018).
4.	 W. D. Nordhaus, Evolution of modeling of the economics of global warming: Changes in the DICE 

model, 1992–2017. Climatic Change 148, 623–640 (2018).
5.	 Z. Yang, The model dimensionality and its impacts on the strategic and policy outcomes in IAMs the 

findings from the RICE2020 model. Comput. Econ. 1–20 (2022).
6.	 W. D. Nordhaus, P. Sztorc, DICE 2013R: Introduction and User’s Manual (Yale University and the 

NBER, 2013).
7.	 W. D. Nordhaus, J. Boyer, Warming the World: Economic Modeling of Global Warming (MIT Press, 

Cambridge, Mass, 2000).
8.	 S. Dietz, C. Gollier, L. Kessler, The climate beta. J. Environ. Econ. Manage. 87, 258–274 (2018).
9.	 P. Christensen, K. Gillingham, W. D. Nordhaus, Uncertainty in forecasts of long-run economic 

growth. Proc. Natl. Acad. Sci. U.S.A. 115, 5409–5414 (2018).
10.	 R. Newell, W. Pizer, B. Prest, A discounting rule for the social cost of carbon. J. Assoc. Environ.Resour. 

Economists 9, 1017–1046 (2022).
11.	 U. Müller, J. Stock, M. Watson, An econometric model of international growth dynamics for long-

horizon forecasting. Rev. Econ. Statistics 104, 857–876 (2022).
12.	 K. Rennert et al., The social cost of carbon: Advances in long-term probabilistic projections of 

population, GDP, emissions, and discount rates. Brookings Papers on Economic Activity, Fall 2021 
(2021), pp. 223–275.

13.	 W. D. Nordhaus, A. Moffat, A survey of global impacts of climate change: Replication, survey 
methods, and a statistical analysis. NBER Working Papers 23646 (2017), https:/doi.org//10.3386/
w23646. Accessed 8 January 2024.

14.	 S. Hsiang et al., Estimating economic damage from climate change in the United States. Science 
356, 1362–1369 (2017).

15.	 F. Piontek et al., Integrated perspective on translating biophysical to economic impacts of climate 
change. Nat. Climate Change 11, 563–572 (2021).

16.	 B. O’Neill et al., “Key risks across sectors and regions” in Climate Change 2022: Impacts, Adaptation, 
and Vulnerability. Contribution of Working Group II to the Sixth Assessment Report of the 
Intergovernmental Panel on Climate Change, H.-O. Pörtner et al., Eds. (Cambridge University Press, 
Cambridge, UK and New York, NY, 2022), pp. 2411–2538.

17.	 S. Dietz, J. Rising, T. Stoerk, G. Wagner, Economic impacts of tipping points in the climate system. 
Proc. Natl. Acad. Sci. U.S.A. 34, e2103081118 (2021).

18.	 K. Riahi et al., Long-term economic benefits of stabilizing warming without overshoot – The ENGAGE 
model intercomparison. Res. Sq. (2021). https://doi.org/10.21203/rs.3.rs-127847/v1. Accessed 12 
February 2024.

19.	 K. Riahi et al., ENGAGE Global Scenarios (Version 2.0) (Zenodo, 2021). https://doi.org/10.5281/
zenodo.5553932. Accessed 16 February 2024.

20.	 Institute for Applied Systems Analysis (IIASA), Shared Socioeconomic Pathways Scenario Database 
(SSP) (2022), https://iiasa.ac.at/models-tools-data/ssp (Accessed January 2022).

21.	 NAS, National Academies of Sciences, Engineering, and Medicine. Valuing Climate Damages: 
Updating Estimation of the Social Cost of Carbon Dioxide (The National Academies Press, 
Washington, DC, 2017). https://doi.org/10.17226/24651. Accessed 12 February 2024.

22.	 S. Dietz, F. van der Ploeg, A. Rezai, F. Venmans, Are economists getting climate dynamics right and 
does it matter? J. Assoc. Environ. Resour. Econ. 8, 895–921 (2021).

23.	 F. Joos et al., Carbon dioxide and climate impulse response functions for the computation of 
greenhouse gas metrics: a multimodel analysis. Atmos. Chem. Phys. 13, 2793–2825 (2013).

24.	 R. J. Millar, Z. R. Nicholls, P. Friedlingstein, M. R. Allen, A modified impulse-response representation 
of the global near-surface air temperature and atmospheric concentration response to carbon 
dioxide emissions. Atmos. Chem. Phys. 17, 7213–7228 (2017).

25.	 IPCC, Climate change 2021: The physical science basis. Contribution of working group I to the sixth 
assessment report of the intergovernmental panel on climate change, V. Masson-Delmotte et al., 
Eds. (Cambridge University Press, Cambridge, United Kingdom and New York, NY, 2021), https://
doi.org/10.1017/9781009157896. Accessed 12 February 2024.

26.	 P. H. Howard, T. Sterner, Few and not so far between: A meta-analysis of climate damage estimates. 
Environ. Resource Econ. 68, 197–225 (2017).

27.	 P. H. Howard, D. Sylvan, Wisdom of the experts. Climatic Change. 162, 213–232 (2020).
28.	 K. Rennert et al., Comprehensive evidence implies a higher social cost of CO2. Nature 610, 687–692 

(2022).
29.	 Environmental Protection Agency (EPA), “EPA External Review Draft of Report on the Social Cost of 

Greenhouse Gases: Estimates Incorporating Recent Scientific Advances” in Supplementary Material 
for the Regulatory Impact Analysis for the Supplemental Proposed Rulemaking, “Standards of 
Performance for New, Reconstructed, and Modified Sources and Emissions Guidelines for Existing 
Sources: Oil and Natural Gas Sector Climate Review” (Docket ID No. EPA-HQ-OAR-2021-0317, 
2022). https://www.epa.gov/system/files/documents/2022-11/epa_scghg_report_draft_0.pdf. 
Accessed 12 February 2024.

30.	 CIL, Climate Impact Lab, Data-driven Spatial Climate Impact Model User Manual, Version 092022-
EPA. https://impactlab.org/research/dscim-u (2022). Accessed 12 February 2024.

31.	 Office of Management and Budget (OMB), Technical Support Document: Social Cost of 
Carbon, Methane, and Nitrous Oxide Interim Estimates under Executive Order 13990 (2021). 
https://www.whitehouse.gov/wp-content/uploads/2021/02/TechnicalSupportDocument_
SocialCostofCarbonMethaneNitrousOxide.pdf. Accessed 12 February 2024.

32.	 L. Goulder, M. Hafstead, Confronting the Climate Challenge (Columbia University Press, 2018).
33.	 W. D. Nordhaus, L. Barrage, Data from “Policies, Projections, and the Social Cost of Carbon: Results 

from the DICE-2023 Model.” https://bit.ly/3TwJ5nO. Deposited 8 January 2024.

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 7
4.

72
.2

34
.7

2 
on

 M
ar

ch
 2

0,
 2

02
4 

fr
om

 I
P 

ad
dr

es
s 

74
.7

2.
23

4.
72

.

https://bit.ly/3TwJ5nO
https://doi.org/10.3386/w23646
https://doi.org/10.3386/w23646
https://doi.org/10.21203/rs.3.rs-127847/v1
https://doi.org/10.5281/zenodo.5553932
https://doi.org/10.5281/zenodo.5553932
https://iiasa.ac.at/models-tools-data/ssp
https://doi.org/10.17226/24651
https://doi.org/10.1017/9781009157896
https://doi.org/10.1017/9781009157896
https://www.epa.gov/system/files/documents/2022-11/epa_scghg_report_draft_0.pdf
https://impactlab.org/research/dscim-u
https://www.whitehouse.gov/wp-content/uploads/2021/02/TechnicalSupportDocument_SocialCostofCarbonMethaneNitrousOxide.pdf
https://www.whitehouse.gov/wp-content/uploads/2021/02/TechnicalSupportDocument_SocialCostofCarbonMethaneNitrousOxide.pdf
https://bit.ly/3TwJ5nO

	Policies, projections, and the social cost of carbon: Results from the DICE-2023 model
	Significance
	1. Background
	1.1. Integrated Assessment Models.
	1.2. DICE-2023.

	2. Objectives of IAMs
	3. Equations of the DICE-2023 Model
	3.1. Objectives.
	3.2. Population, Output, and Productivity.
	3.3. Damages.
	3.4. Abatement.
	3.5. Emissions.
	3.6. Geophysical Sectors.
	3.7. Carbon Cycle.
	3.8. Climate Equations.

	4. Scenarios to Evaluate
	4.1. Baseline.
	4.2. No Controls.
	4.3. Cost–Benefit Optimal (C/B Optimal).
	4.4. Temperature-Limited.
	4.5. Alternative Discount Rates.
	4.6. Alternative Damage Function.
	4.7. Paris Accord Extended.
	4.8. Major Constraints.

	5. Results
	5.1. Emissions, Concentrations, and Temperature.
	5.2. Policies and Impacts on Income.
	5.3. The Social Cost of Carbon.

	6. Modeling Issues in DICE-2023
	7. Summary of Key Policy Conclusions
	Data, Materials, and Software Availability
	ACKNOWLEDGMENTS
	Supporting Information
	Anchor 45



